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Abstract 
Urban geometry is defined by the height, length, width, and distance of buildings, which affect the urban environment and its 
microclimate, especially a high-rise and high-density urban environment, such as Tehran. In this regard, the Sky View Factor (SVF) 
may often be a desirable criterion in identifying the interaction between urban geometry and the air temperature in densely populated 
areas. The research aim was to investigate the SVF in an urban microclimate of a high-rise residential complex and to evaluate its effect 
on air temperature. To do so, a case study of the Atisaz in Tehran as a high-rise urban residential complex was selected as the fundamental 
study model of this research. The selected configuration was simulated and analyzed using the ENVI-met model. In addition, the effects 
of the SVF value on air temperature are discussed throughout this paper. SPSS software was used to correlate, analyze, and construct 
an accurate relationship between air temperature and SVF during the hottest and coldest days of the year. The obtained results showed 
that there is a direct relation between SVF and air temperature during the day as well as an inverse relation at night. Furthermore, there 
was a small difference in air temperature for dense and semi-dense spaces in the high-rise residential complex. 

© 2019 The Author(s). Published by solarlits.com. This is an open access article under the CC BY license 
(http://creativecommons.org/licenses/by/4.0/). 

 

1. Introduction
 Sky exposure is an ongoing concern. From an environmental 
perspective, reduction in sky exposure can lead to decrease in 
daylight access for residents, especially in high-density urban area, 
resulting in compromised visual comfort and requiring artificial 
lightening even during daytime [1]; additionally, from a 
psychological point of view, reducing sky exposure threatens the 
mental comfort of the residents. Sky exposure provides good 
access to light in urban open spaces as well as inside buildings [1]. 
In addition, Exposure to natural light has a positive effect on the 
physical and mental health of people [2,3]. Excessive sky 
exposure and solar radiation could have negative impacts because 
they increase the need for mechanical cooling and ventilation and 
subsequently energy consumption [1]. Therefore, sky exposure is 
a significant parameter in dense cities [1]. 

There are various methods to obtain the SVF value. In 1981, 
Oke [4] suggested the geometrical method of calculating SVF 
using simple geometric compositions; in reality, the geometry of 
urban buildings is asymmetric and their dimensions are limited. 

Considering such a constraint, Johnson and Watson [5] revised 
Oke’s theory as well as equations and introduced the SVF value 
for more realistic situations in 1984. The fish-eye photograph is 
another method of SVF calculation [6,7]. Anderson [8] was the 
first to implement photography techniques to measure SVF in 
1964. He used photographic calculations to estimate the amount 
of sun light radiation on his shelter while residing in a jungle, then 
the photographic method became a popular way to evaluate SVF 
in urban climates. In 1980, Steyn [9] published an article 
explaining a manual method for the evaluation of the fish-eye 
images; however, Johnson and Watson [5] proposed a revised 
version of Steyn’s formula in 1984. Barring and his colleagues [10] 
digitalized the fish-eye method with a recording camera in 1985, 
and consequently, advances in saving the camera images by Steyn 
et al. [11] in 1986 took place in one frame. Eliasson [12] 
investigated the effects of SVF on the daily changes in air 
temperatures and surfaces in 1990. SVF was calculated with two 
new methods of digitalized images using commercial software in 
2000 [13]. For the first method by using IDRISI software, SVF 
was calculated in forest areas by scanned fish-eye images. For the 
second method by using infrared sensors dependent to 
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simultaneously measured air temperature and road surface 
temperature, SVF was calculated along the road [13].  

Examining GPS signals is another method of measuring SVF, 
which was proposed by Chapman et al [14] with the prime goal of 
performing an online calculation of SVF using proxy data in 2002. 
The aforementioned method was developed further for a real-time 
calculation by Chapman and Thornes [15]. The software method 
is widely used, which offers a quick way to calculate SVF. The 
vector and raster algorithms are highly implemented in this 
method. The vector algorithm uses the proposed geometric 
relationship by Oke [16] in 1987, while the raster method takes 
advantage of the shadow casting algorithm introduced by Richens 
and Ratti [17] in 1999. The shadow casting algorithm utilizes a 
precise digital database of height angles, digital elevation model 
(DEM), and constructs a pattern of a building’s shadow; however, 
in 2005, this algorithm was modified and developed further by 
Lindberg [18] for SVF calculations. On the one hand, it has been 
proven by Gal et al [19] in 2009 that the raster algorithm performs 
at a faster rate in contrast with the vector algorithm, but on the 
other hand, Bernard et al in 2018 designed a new vector-based 
SVF calculation tool, OrbisGIS, with higher accuracy and 
computational performance compared to the ones of an existing 
raster based algorithm, SAGA-GIS [20]. In [21], Jianming et al 
introduced a new computational framework (SVF Engine) which 
derives SVF from a wide variety of city models. For evaluating 
the SVF Engine performance, they used OAP3D, a new 
photogrammetry-based 3D city model, and calculated the SVF for 
30 different locations. They compared the SVF estimates with 
those from the street view panoramas and found the SVF estimates 
obtained using both methods closely match each other with 
correlation coefficient of 0.99. Mirzaee et al [22] proposed a new 
algorithm to calculate average SVFs of hypothetical 
neighborhoods based on using two geometric characteristics: 
building density of the area and average height of the buildings. 
This method is fast, simple, and free of 3-dimentional shapefiles 
of the area [22]. It should be noted the effects of plantation and 
inclined surfaces in the aforementioned methods are not 
considered or discussed thoroughly [23-25].  

Various studies have been conducted regarding the relationship 
between air temperature and SVF. Simulations carried out by Oke 

[26] and his colleagues in 1991 showed that the difference in SVF 
between the suburbs and the city can produce difference in 
temperature between 5-7 °C, although parameters such as heat 
released by human activities and the thermal properties of 
materials increase the heat island effect in a building overnight. 
Eliasson’s work [27] in 1996 provided significant results showing 
that there is no statistical connection between the geometry of 
urban straits and air temperature in the central districts of 
Goteborg. Barring et al [10] in 1985 in Sweden concluded that the 
air temperature is not highly dependent on urban canyon geometry; 
however, Yamashita et al [28] in 1986 in Japan found a firm 
relationship between air temperature and SVF in the cities of 
Fuchu and Higashimurayama. Karlsson [29] in 2000 presented a 
relation between air temperature, pure solar radiation, and SVF in 
forests. Svensson [30] in 2004 showed that there is a strong 
relationship between air temperature overnight and SVF, and both 
parameters of land use and SVF affect air temperature variations 
in urban environments. Recent results show that this relationship 
is less clear. According to a comprehensive review by Unger [31] 
in 2004, several reports on the same urban areas showed strong, 
poor, and insignificant interactions between SVF and the urban 
heat-island (UHI). In his new approach, comparing the average 
geometry and air temperature variations, the clarity of the 
relationship between SVF and air temperature has been confirmed 
[32]. 

In 2003, Atkinson [33] simulated the intensity of the UHI in an 
ideal urban structure using a numerical method. After conducting 
controlled tests, he found that the absence of SVF in the urban heat 
islands would decrease the air temperature by 0.3° C in the 
morning. The value of SVF in this research was 1 for rural areas 
and 0.4 for urban areas; however, other SVF values have not been 
studied. 

Steemers et al [34] in 2004 analyzed the relation between SVF 
and air temperature fluctuations. In a study in Cambridge, which 
included measuring the air temperature and obtaining data in the 
morning during the spring, they found that increasing SVF results 
in a higher rate of air temperature fluctuations of higher degrees. 
Blankenstein and Kuttler [35] stated that because SVF cannot 
describe thermal properties, the diversity within the urban heat 
island alone cannot be predicted by SVF. In 2010, Bourbia and 

     
    (a)                 (b) 

Fig. 1. (a) A general view and (b) a location map of Atisaz residential complex [41,42]. 
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Boucheriba [36] studied the effect of designing streets on micro-
climates in a highly dense city in North Africa with hot and dry 
climates. The geometry of streets was introduced by the SVF 
which is obtained through fish-eye images and H/W proportions. 
Seven stations within the SVF range of 0.076- 0.58 were analyzed. 
July was chosen and measured as the warmest month of the year. 
A comparison of the average daily air temperature and SVF 
showed that increasing SVF results in increasing air temperature. 

Bourbia and Awbi [37] studied the effect of the height to width 
ratio (H/W) and SVF in a building cluster on the outdoor air 
temperature and surface temperature in Algeria and concluded that 
by controlling SVF and street designs, increasing temperatures can 
be prevented in urban canyons. In 2004, Giridharan et al [38] 
discussed the effects of SVF on UHI during the day on Hong-
Kong residential expansions. Their analytical research of a small 
scale included residential buildings with SVF values of 0.373, 
0.473, and 0.470. A multi-variable analysis showed that the 
regression coefficient of SVF for UHI during the day starting at 
1.5°C could be positive or negative. 

The subsequent research of Grridharan [39] in 2007 expanded 
the fish-eye is in the range of 0.11 and 0.59. This study showed 
that during clear days in the summer, all 12 variables, including 
SVF, surface reflection, wind speed, and etc. could explain the 
change in the UHI during the day. 

Most of the studies have used the photographic method thus far 
[10,27,36]. The obtained results of such studies are inconsistent 
because SVF in urban canyons has different effects on the street 
temperature at the surface level. This effect could be either 
positive [36,40], negative [12] or neutral [41]. There are similar 
findings by Unger [31] and Upmanis [42]. Yang and Li in 2015 
applied a three-dimensional Model for Urban Surface 
Temperature (MUST) to estimate the importance of urban 
geometry on urban albedo and street surface temperature, with a 
focus on the impact of building density and building height 
heterogeneity [32]. 

Overall, these studies have shown the research emphasis on the 
effect of SVF on air temperature in urban areas. However, a 
comprehensive research that investigate the relation between air 

temperature and SVF on a continuous zone has not been conducted 
yet in an arid climate. Therefore, the objective of this study is to 
identify and to discuss the relationship between air temperatures 
and SVF in a high-rise urban residential environment for two 
important days of the year—the hottest and coldest days—to 
determine how it impacts air temperatures within a residential site. 
Hence, this research can help designers to consider the effect of 
SVF and air temperature for different high-rise residential zone—
open, semi-open, semi-dense, and dense. 

The high-rise residential complex of Atisaz consists of 23 
towers, 12-31 stories, in an area of 15.5 hectares that are located 
in the northwest of Tehran. The general view and location map of 
the residential complex are presented in Fig. 1 [41,44]. 

 
2. Research methodology 
In this research, the simulations have been done by using ENVI-
met version 4.0 [45]. ENVI-met is a three-dimensional grid based 
microclimate model, designed to simulate complex surface-
vegetation-air interactions in the urban environment. ENVI-met as 
a dynamic simulation tool for microclimate analysis [46] was 
developed by Michael Bruse at the Rurh University of Bochum 
[47]. Based on the fundamental laws of fluid dynamics and 
thermodynamics, ENVI-met can simulate the cycle of major 
climatic variables involving air and soil temperature and humidity, 
wind speed and direction, radiative fluxes etc. Two main input 
files are required for the simulations: the area input file, in which 
the building layout, vegetation, soil type, receptors (i.e. specific 
grids in the ENVI-met model) and project location parameters are 
defined and the configuration file, containing simulation settings 
regarding initialization values for meteorological parameters, 
definition of output folder names and timings [48]. 
 
2.1. Validation of ENVI-met 
According to [48-50], In many previous studies, the validation of 
ENVI-met results has been done by comparing the results of 
simulation and field measurement. The results of these studies 
indicate that the software simulates the air temperature and SVF 

      
    (a)       (b) 

Fig. 2. (a) and (b) Weather data logger for measuring air temperature and relative humidity to validate ENVI-met software. 
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with proper accuracy. Additionally, in this research for validating 
ENVI-met, simulated and measured results related to July 22th, 
2019 were compared. On-site monitoring was carried out exactly 
at the same conditions that simulation was performed. The air 
temperature data were measured by BENETECH GM 1365 data 
logger (accuracy: ±0.3°C, range: -30-80°C) which was protected 
by a white shield to minimize the effect of radiation (Fig. 2). 

The coefficient of determination (R2) between the simulation 
results and measurements is equal to 0.9141 (Fig. 3) and based on 
the previous researches [49,51], simulation results in this study 
have an acceptable level of accuracy. 
 
2.2. Case Study 
As the case study, the site plan of the Atisaz has been simulated 
by ENVI-met, and the SVF value as well as the air temperature at 
different points of the site plan are calculated. Table 1 shows the 
data for creating 3-D model of Atisaz complex. 

Table 2 represents the initial meteorological data which is used 
as input data for simulation. The simulations were performed for 
a time period starting of 4:00 h to 24:00 h for two days of the 
year—the hottest and the coldest days. It should be noted the initial 
potential air temperature is extracted from the Shemiran weather 
station, which is based on the average air temperature for the 
hottest and coldest day in the recent 30 years [52]. Shemiran 
weather station and Atisaz complex are at the same meters above 
mean sea level and geographical location.  

Figure 4 presents two perspective views and a two-dimensional 
map of Atisaz which were simulated by ENVI-met. The 
correlation between air temperature and SVF during each hour of 
the two days of the year—the hottest and the coldest days— were 

      
    (a)                      (b) 

Fig. 3. (a) and (b) A comparison of the measured and simulated air temperatures. 
 

                     
    (a)                      (b) 

Fig. 4. (a) Perspective views and (b) a 2D map of the Atisaz complex simulated by ENVI-met. 
 

Table 1. 3-D model data. 
Parameter Definition Values 

Basic Model 
Geometry 
 
 

Grid Dimensions 163×148×30 
dx = 3.00 m, dy = 3.00 m 
Base dz = 3.00 m 

Core XY 
Domain Size 

489×444 m 

Nesting Area 3 Nesting Grids at each border 

Vertical Model Generation Method: Equidistant Grid 
dz = 3.00 m, Sub-cell dz = 0.6 m 

Location on 
Earth 

Tehran, Iran Latitude (deg): 35.42 
Longitude (deg): 51.25 

 
Table 2. Initial meteorological conditions. 

Parameter Definition 15th Jan 2017 
coldest day 

17th July 2017 
hottest day 

Meteorological 
conditions 

Initial air 
temperature (°C) 

3.98 28.65 

Relative humidity 
in 2m (%) 

63 26 

Specific humidity in 
2500m (g/kg) 

7 7 

Inflow direction (°) 270 256 

Wind speed (m/s) 5 3 
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analyzed in terms of a variance analysis and a regression analysis 
using the statistical software of SPSS. 
 

3. Design process using the simulation software of ENVI-met 
The maximum and minimum values of SVF shown in the site plan 
of the Atisaz (Fig. 5) are 0.98 and 0.12, respectively. It should be 

 
Fig. 5. The simulated SVF plan in the Atisaz residential complex. 
 
Table 3. Scheffe test of the hottest and coldest days of the year. 

Dependent Variable Group I Group J Mean Difference (I-J) Sig. Mean Difference (I-J) Sig. 
   Coldest day of the year Hottest day of the year 
Temp at 05:00 1 2 -.2329* .000 -.2401* .000 

 3 -.3467* .000 -.5960* .000 
 4 -.3206* .000 -.6199* .000 
2 3 -.1138* .000 -.3558* .000 
 4 -.0876* .014 -.3797* .000 
3 4 .0261 .821 -.0239 .975 

Temp at 11:00 1 2 .3017* .000 .1955* .000 
 3 .4045* .000 .2347* .000 
 4 .4698* .000 .2327* .000 
2 3 .1028* .000 .0391* .000 
 4 .1680* .000 .0372 .535 
3 4 .0652 .158 -.0019 1.000 

Temp at 17:00 1 2 .0494* .000 .0124* .000 
 3 .0771* .000 -.0273* .000 
 4 .0718* .000 -.0592* .001 
2 3 .0276* .000 -.0397* .000 
 4 .0224 .602 -.0716* .000 
3 4 -.0052 .992 -.0319 .178 

Temp at 23:00 1 2 -.0830* .000 -.2729* .000 
 3 -.1217* .000 -.5403* .000 
 4 -.1086* .000 -.6126* .000 
2 3 -.0387* .000 -.2673* .000 
 4 -.0256* .027 -.3396* .000 
3 4 .0131 .500 -.0723 .481 
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noted that the area with SVF value between 0.8 to 1—pink and 
purple area—is an empty open space. To determine the effects of 
SVF on air temperature, the thermal maps of the hottest day of the 
year at different hours were calculated, and the air temperature 
counters for some hours are shown on the coldest and hottest days 
of the year (Figs. 6 and 7). 

In the presence of solar radiation based on the thermal maps, the 
air temperature was determined to be lower than the surrounding 
environment in closed spaces where the SVF rate was low; 
however, when solar radiation is absent and its wavelength is not 
long enough to propagate into the space, especially before sunrise 
and after sunset, the inside air temperature was higher than the 
outer air temperature. The wind flow effects must be taken into 
consideration. When the surrounding outer space experiences a 

lower air temperature, in contrast, the wind shelters have a higher 
air temperature. 

 
4. Results analysis using SPSS statistical software 
The SPSS performs two scientific tests—  a variance analysis and 
a regression analysis— on the results to clarify and to determine a 
correlation between air temperature and SVF during each hour of 
the hottest and coldest days of the year. 
 
4.1. Validation of ENVI-met 
An F test can be used to analyze the relationship between air 
temperature and SVF. To do so, the SVF factor can be classified 
into four categories [30]. 

   
(a)         (b) 

   
(c)         (d) 

Fig. 6. The ENVI-met simulated air temperature plans at different hours (a) 5:00, (b) 11:00, (c) 17:00, and (d) 23:00 of the hottest day of the year. 
 
Table 4. A correlation between SVF and air temperature and coefficients. 

Coefficientsa 

 Unstandardized Coefficients Standardized Coefficients   
Model B Std. Error Beta t Sig. 
(Constant) 2.82 .007  380.463 .000 
SVF -.88 .010 -.527 -91.571 .000 

a Dependent Variable: Temp at 05:00 on 15th Jan 2017. 
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1) Open space:  0.75 < SVF < 1  
2) Semi-open space: 0.50 < SVF < 0.75 
3) Semi-dense space: 0.25 < SVF < 0.50 
4) Dense space: 0.00 < SVF < 0.25 

Rather than considering all the air temperatures at all parts of 
the site, the average air temperature was considered in each of the 
SVF groups and these averages were compared. The air 
temperature was related to the SVF groups if the averages were 
significantly different. Thus, the dependent variable was air 
temperature, and the independent variable was the SVF factor, 
which was classified into four categories. According to Fig. 8, the 
data distribution is close to normal, so the conditions for using this 
test are reliable. Figure 8 illustrates a sample and the frequency at 
5:00 am on the coldest day of the year. 

By performing an F test for the hottest and coldest days of the 
year, the value of the Sig factor was achieved 0.00, which means 
that with a certainty of more than 99%, it can be said that there is 
a considerable difference among the average of the air temperature 
of the four categories. 

In the next step, a Scheffe test was applied in which SVF groups 
were compared two by two. Table 3 shows the results of this test 
for all the hours of the hottest day and the coldest day of the year, 
and according to the value of Sig, the relation among each of these 

four groups at each time interval can be observed. For example, at 
all the hours of both hot and cold days of the year, the average air 
temperature and SVF in groups 3 and 4, i.e., semi-dense and dense 
groups, did not have a meaningful difference. In other cases, the 
value of Sig was less than 0.05, so it can be deduced that there was 
a meaningful difference among the groups. 

   
(a)         (b) 

   
(c)         (d) 

Fig. 7. The ENVI-met simulated air temperature plans at different hours of the coldest day of the year. 

 
Fig. 8. Frequency diagram of data distribution at 5:00 on the coldest day of the 
year. 
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Figure 9 show the average air temperature in relation to the 
hours of the coldest and hottest days for four SVF groups. As can 
be observed, the relation between the air temperature of the 
weather and SVF at some hours was direct, and at other hours, the 
reverse was true. At some hours, there was no meaningful relation 
between the two factors. 
 
4.2. Regression analysis 
In this step, and to determine the mathematical relation between 
the air temperature at different places of the site and the SVF 
factor, a regression analysis was performed. According to Table 4, 
the relation between the SVF factor and air temperature, such as 
at 5:00 a.m. on the coldest day of the year, was achieved as follow: 

𝑇𝑇 = −0.88 × SVF + 2.82    (1) 
In Table 5, the regression function (equation of a line between 

SVF and air temperature) was used for all the hours of the day on 
the coldest and hottest days. As can be observed, the negative or 
positive gradients of the lines in the regression diagrams show the 
direct and reverse relationship of air temperature and the SVF 
factor. 

When the gradient was positive, i.e., at 9, 11, 13, and 15 on the 
hottest day and at 9, 11, 13, 15, and 17 on the coldest day, the air 
temperature increased if SVF increased. When the gradient was 
negative, i.e., at 5, 7, 17, 19, 21, and 23 on the hottest day and at 

5, 7, 19, 21, and 23 on the coldest day, the air temperature 
decreased if SVF increased. 
 
5. Conclusions 
This study investigated the relationship between SVF and 
variations in air temperature in an urban residential microclimate. 
Using a case study of an urban residential complex, details have 
been modeled in the ENVI-met model. The correlation of air 
temperature and SVF were analyzed using the statistical software 
of SPSS and by conducting two tests— a variance analysis and a 
regression analysis— for this scientific paper. 

The obtained results from these tests and the graphs using 
ENVI-met show that before the warm hours such as at 5 am, 7 am, 
and after the warm hours, including 5 pm, 7 pm, 9 pm, and 11 pm, 
the correlation between SVF and air temperature was negative. In 
other words, as the SVF decreased, the air temperature increased 
subsequently; however, the air temperature rises because the SVF 
value is low in closed spaces and the heat is trapped between the 
buildings and cannot be emitted as a long wavelength into the 
outer spaces. There was a positive correlation between SVF and 
air temperature during the warm hours of the day, including 11 am, 
1 pm, and 3 pm. In other words, as the SVF increased, the air 
temperature also increased. It can be concluded that in open spaces 
where the SVF is high, the higher the air temperature observed, 
whereas in closed spaces with a low SVF, the shadow diminishes 
the air temperature. There was a weak correlation between SVF 
and air temperature at 9 am. Hence, over all, for a well-balanced 
air temperature during the day and night, it is essential to optimize 
the air temperature with respect to SVF.   

Another finding is that the results strongly indicate an air 
temperature difference of about 2–7°C between the residential site 
and its surrounding rural environment on the hottest day as well as 
1-4°C on the coldest day. In addition, there was no noticeable 
difference in air temperature for dense and semi-dense spaces in 
the residential complex. Therefore, the geometry of a residential 
complex plays a decisive role in urban heat island mitigation. 
Moreover, SVF is suitable to be incorporated into residential urban 
design evaluations and decision making due to its potential key 
role as a geometry parameter of urban design.  

To validate the obtained results of this scientific paper, it is 
suggested to analyze the data using a fish-eye photograph and a 
thermometer to measure the values of SVF and air temperature at 

    
(a)         (b) 

Fig. 9. The average air temperature in relation to the hours on the (a) hottest day and (b) coldest day for four SVF groups. 

Table 5. Relationship of air temperature and SVF on the hottest and coldest days 
of the year. 

Time The coldest day of the year The hottest day of the year 

05:00 T = 2.82 − 0.88 × SVF T = 22.82 − 1.25 × SVF 
07:00 T = 2.48 − 0.68 × SVF T = 22.82 − 0.94 × SVF 
09:00 T = 2.9 + 0.08 × SVF T = 23.68 + 0.04 × SVF 
11:00 T = 3.96 + 1.04 × SVF T = 25.5 + 0.66 × SVF 
13:00 T = 5.19 + 1.27 × SVF T = 26.59 + 0.79 × SVF 
15:00 T = 6 + 0.83 × SVF T = 26.87 + 0.59 × SVF 
17:00 T = 5.48 + 0.2 × SVF T = 26.62 − 0.03 × SVF 
19:00 T = 5 − 0.04 × SVF T = 25.86 − 0.99 × SVF 
21:00 T = 4.62 − 0.23 × SVF T = 25.19 − 1.17 × SVF 
23:00 T = 4.41 − 0.31 × SVF T = 24.73 − 1.24 × SVF 
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different points because the results of this research are solely based 
on analytical software. In addition, further studies should be 
conducted, such as to evaluate the effect of vegetation on SVF and 
surface temperature. Eventually, by using the obtained data, this 
method can be used for different forms of buildings to achieve 
optimized urban forms. 
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